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Abstract—Reducing memory access conflicts is a crucial part of the design of Transactional Memory (TM) systems since the number of running threads increases and long latency transactions gradually appear: without an efficient contention management, there will be repeated aborts and wasteful rollback operations. In this paper, we present a dynamic backoff control algorithm developed for complexity-effective and distributed contention management in Hardware Transactional Memory (HTM) systems. Our approach aims at controlling the restarting intervals of aborted transactions, and can be easily applied to the various TM systems. To this end, we have profiled the applications of the STAMP benchmark suite and have identified those “problem” transactions which repeatedly cause aborts in the applications with the attendant high contention rate. The proposed algorithm alleviates the impact of these repeated aborts by dynamically adjusting the initial exponent value of the traditional backoff approach. In addition, the proposed scheme decreases the number of wasted cycles down to 82% on average compared to the baseline TM system. Our design has been integrated in LogTM-SE where we observed an average performance improvement of 18%.
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1 INTRODUCTION

The Transactional Memory (TM) [1] paradigm has been developed to provide efficient synchronization in parallel environments by lowering the programming complexity required for synchronization. The main effect of a TM system is that it enables the concurrent execution of threads without using fine-grained locks. Therefore, any problems caused by the traditional lock concept for critical sections are eliminated. This allows TM to provide a stable and convenient interface for parallel programming as well as to offer higher performance.

In TM systems, if two or more transactions access the same data element and at least one of them is a write operation, there is a conflict. When a conflict occurs, only one transaction should be allowed to commit, while all the others must be made to rollback to their starting point [1]. This means that transactions can be either completely executed on a commit or can be flushed and retried on an abort in order to guarantee atomicity. In order to achieve correct rollback, a properly designed version management policy is needed.

Previous projects have proposed mechanisms for conflict detection and version management in hardware [2], [3], [4], [5], [6], software [7], [8], [9], [10], or hybrid hardware-software [11], [12], [13], [14]. Although these projects have addressed several issues to improve TM, there still exist additional significant drawbacks caused by high contention. Contention is a state of crowded transactions in a shared memory space [15]. High contention consequently introduces transaction conflicts which should be detected and resolved. Applying an appropriate conflict detection method [16] and a proper conflict resolution policy [17] is important since it eventually contributes to reducing the number of transaction conflicts.

In order to lower contention and avoid performance crippling conflicts, transaction scheduling has also been studied [18], [19], [20], [21], [22], [23], [24]. Most of the proposed methods strongly rely on a prediction which is based on the history of the transaction. With Adaptive Transactional Scheduling (ATS), one stores and holds aborted transactions in a centralized queue in order to prevent conflicts [22]. Proactive Transactional Scheduling (PTS) enforces thread swapping at conflict time and executes another thread which contains non-conflicting transactions [23]. In addition, Bloom Filter Guided Transaction Scheduling (BFGTS) has been introduced to enhance the performance of PTS [24]. Both aim at distributing conflicting transactions according to an analysis of the previous conflicts. However, these approaches usually impose additional software/hardware overhead and consequently cause additional power consumption.

The research in this paper has been motivated by the observation that a backoff algorithm can still be a complexity-effective contention management method since it does not require additional hardware such as registers, caches, and interconnection networks that are assumed in PTS [23] and
BFGTS [24]. On the other hand, we have also found that not every application suffers from a large amount of conflicting transactions. Therefore, incurring an excessively high overhead only for contention management might not be an optimal system-wide solution since the overhead is incurred for including the non-conflicting ones.

However, as pointed out in the literature, the original randomized backoff algorithm might suffer from repeated contention under similar circumstances [23]. To overcome this drawback, we propose here a dynamic backoff control mechanism. Applying a proper exponent value to the traditional exponential backoff algorithm and dynamic control on the initial value provides a very effective contention management mechanism and brings an important performance improvement over the traditional backoff algorithm. We evaluate its performance on benchmarks in the STAMP [25] suite and the SPLASH-2 [26] suite, as well as microbenchmarks of GEMS [27] and observed an 18% performance improvement on average when using our modified backoff algorithm. With the proposed scheme, the number of retries is reduced and the number of wasted cycles in transactions is also decreased. The contributions of the paper can be summarized as follows:

- A proposal and demonstration of complexity effective contention management.
- A detailed analysis of the contention rate of transactions, and
- The development of a metric that demonstrates the effectiveness of contention management.

The rest of the paper is organized as follows: Section 2 describes previous research on contention management with exponential backoff. Section 3 presents our proposed dynamic backoff control, which is our new contention management algorithm. The experimental setup for performance evaluation and verification is described in Section 4. Results and analysis are shown in Section 5. Finally, Section 6 concludes the paper.

2 CONTENTION MANAGEMENT - PRIOR WORK

In this section, we provide background studies and related work for our proposed idea.

2.1 Problem Definition

One simple policy to control transaction contention consists in inserting a time delay (backoff) between abort and restart. The basic concept behind this approach is abort recovery, backoff, and restart, as shown in Fig. 1: if a transaction is restarted immediately after an abort, there is a high possibility that repeated aborts will occur, due to a conflict with the transaction which has survived in the previous conflict. Consequently, program execution cycles are wasted by the repeated aborts. A safe way to avoid repeated aborts is to wait a sufficient amount of time until the surviving transaction has committed; however, this waiting also could reduce the degree of available parallelism.

The optimal backoff delay is tightly coupled with the transaction size. For example, Transaction 1 and Transaction 2 in Fig. 2a experience a conflict and Transaction 2 is forced to abort. At that point, Transaction 2 undergoes a recovery procedure and has backed off before being restarted. Although there is some time delay due to the backoff, if Transaction 1 is too large to commit in that time, Transaction 2 will be aborted again. Then, the same procedure would be repeated so as to handle the second abort. The problem associated with this phenomenon is clearly observed considering Fig. 2b: the backoff delay in Fig. 2a is smaller than that in Fig. 2b. However, the execution time in Fig. 2b is shorter due to the two consecutive aborts in Fig. 2a.

In fact, large transactions cause high contention and require an advanced contention management policy. Traditional benchmark suites such as SPLASH-2 [26] and SPEComp [28] have small transactions and small amounts of synchronization. However, more recent benchmark suites such as STAMP [25] include high contention rates with large transactions; the benefit of the proposed idea with large-sized transactions will be shown.

Fig. 2. Effect of backoff in large transactions

![Fig. 1. Concept of abort recovery, backoff, and restart](image-url)
2.2 Exponential Backoff

Various backoff algorithms have been investigated in the area of computer networks [29]. The main idea is to delay each of the conflicting nodes which intend to use a shared network resource. Using a backoff algorithm makes possible an effective congestion control approach which can improve the network throughput. When applying to TM the traditional backoff algorithm used in the computer networks, the transactions on various threads can be regarded as nodes and the shared variables inside the transaction can be considered restricted resources.

In fact, both exponential backoff and linear backoff have been widely used for contention management in TM systems [23]. Several TM approaches adopted the truncated binary exponential backoff [30] shown in Fig. 3, where the amount of delay is randomly selected between 0 and the maximum value that increases exponentially with the number of aborts. If the exponent value exceeds a certain threshold, the upper limit to select a delay is increased linearly to prevent any excessive waiting. In other words, if the number of retries is \( x \) which is smaller than the threshold \( T \), the delay is randomly selected between \( 0 \) and \( 2^x \). Otherwise, the maximum value of the range is computed as \( 2^T + (x - T) \).

The performance of the binary exponential backoff approach has been analyzed by Kwak et al. [29]. They have assumed a fixed number of nodes which always have packets to transmit and have derived a mathematical model of exponential backoff. Their results show that exponential backoff provides fair service in terms of throughput. However, there are some fundamental differences when we consider TM. In fact, the contention rate in a program is not constant over the whole execution due to the characteristics of transactional workload. Therefore, one cannot suppose that contention in TM systems is identical to the network environment where all nodes are assumed to always have packets to transmit with a given probability.

Therefore, traditional randomized exponential backoff might not provide an optimal backoff solution for TM systems. In addition, having zero as the initial exponent value may make the backoff delay too short. Despite all these disadvantages, a backoff-based approach is still a simple and cost-effective solution [23]. As mentioned earlier, the main reason behind the effectiveness is the simplicity of the underlying hardware. For example, additional registers are needed in PTS to record currently running transactions and the size of read and write set. Bloom filters are also necessary to predict the conflict [23]. Furthermore, most contention management methods are centralized, which causes unavoidable modifications or additions to the interconnection network. On the contrary, backoff based contention management does not require any change since the mechanism operates in a distributed manner. In fact, hardware complexity and power consumption will become important issues as far as implementation is concerned [31]. This means that our proposed method can provide a lightweight solution by reducing the implementation overhead [32]. In addition to the simplicity in hardware, there is no software overhead which a complicated conflict prediction algorithm would bring.

2.3 Related Work

Scherer III and Scott presented nine ad-hoc contention managers to efficiently select transactions to be aborted in Dynamic Software Transactional Memory [33]. Also, they provided a detailed analysis regarding five of the previously proposed managers and proposed a new approach [34]. The new method takes into consideration not only the starting point of each transaction but also the amount of computation which has been processed.

In addition to the contention managers, transaction scheduling algorithms have been proposed to control the starting points of transactions. Ansari et al. proposed a method which controls the number of concurrently executable transactions by measuring the rate of transactions committed in a sample period [18]. Dolev et al. introduced a serialized approach with a per-core transaction queue: transactions that are likely to experience conflicts are assigned to the same core [19]. Ansari et al. introduced a similar idea in [20]; however, they added load balancing considerations. Sönmez et al. developed a different concurrency control mechanism based on the hot variables that caused frequent aborts [21]. In their method, optimistic or pessimistic control is selected at run time. Dragojevic et al. performed a theoretical analysis of transaction scheduling [35]. In addition, Maldonado et al. proposed kernel-level support for transactional scheduling [36]. The scheduling methods developed in STM require software overhead and impose additional design complexity [37].

Transaction scheduling has been studied in Hardware Transactional Memory (HTM) as well. Yoo and Lee proposed ATS [22] to prevent transaction conflicts. In ATS, aborted transactions are delayed in a centralized queue according to contention intensity which represents the degree of contention. When the contention intensity is larger than a threshold, transactions are stored in the queue. The contention intensity is maintained in each thread and is updated when a commit or an abort occurs. One of the main disadvantages of ATS is that it serializes execution of all transactions in the centralized queue [24].

PTS [23] by Blake et al. provides more concurrency than ATS. In PTS, the scheduler arranges non-conflicting threads by
use of the conflict predictor and swaps thread when a conflict occurs. In other words, independent transactions that are not in conflict with each other should be executed in parallel. The PTS algorithm identified hot spots which cause performance degradation in applications and showed that these hot spots can be predicted. The scheduler selects transactions around these hot spots and schedules those selected transactions based on the PTS algorithm. The basic concept is similar to the approach of Zilles and Baugh [38] in that both proposed to suspend conflicting transactions. However, PTS causes more software overhead than ATS since it requires frequent accesses to the conflict history to find independent transactions [24].

Blake et al. further proposed Bloom Filter Guided Transaction Scheduling (BFGTS) [24] which used Similarity as determined by the access patterns. To efficiently analyze the behavior of transactions, they proposed to use the Bloom filter [39]. In spite of a remarkable performance improvement, there still exists significant implementation overhead. Contrary to those prior works, Hasenfratz et al. proposed cost effective methods such as QuickAdapter and AbortBackoff [31] and introduced RememberingBackoff which moderated the amount of backoff by utilizing the number of aborts of the previous transaction.

3 Dynamic Backoff Control Algorithm

We have shown that having a delay before restarting aborted transactions helps to reduce the abort penalty. In fact, exponential backoff is widely used due to its simplicity for determining the amount of the delay. However, the traditional and simple backoff algorithm may not successfully manage contention. Our dynamic backoff control has been developed to mitigate these problems and we now present in this section its detailed mechanism.

3.1 Optimal Initial Value

Generally, the initial exponent value starts from 0 in order to find the minimal delay for contention management. This can be an effective approach, particularly for applications which have small transactions with a low contention rate. When the size of the transactions is small, the transaction which has made the other transactions abort can commit within a short delay. Therefore, the possibility for the aborted transactions to experience the conflict again becomes quite low. However, this observation now becomes different when the transactions become larger: having a short interval between abort and restart would cause repeated aborts.

We have profiled the STAMP benchmark suite in order to show the problems described in the previous paragraph with the traditional exponential backoff algorithm. Table 1 shows the distribution of the number of aborts required for each transaction to commit.

From the results, we observe that the low-contention applications such as genome, kmeans, and ssca2 have extremely low percentage of repeated aborts as expected. More than 99% of transactions are committed without aborts. It implies that reducing the number of repeated aborts cannot efficiently improve the overall performance in those applications. On the other hand, labyrinth and intruder have experienced many repeated aborts. The percentage of transactions which experience more than two recovery operations is 48% in labyrinth and 32% in intruder. In vacation and yada, most transactions are committed without abort. However, the relative percentages of repeatedly aborted transactions are still higher compared to the low-contention applications.

Indeed, we have been motivated to develop a new backoff algorithm which can benefit applications with large transactions. First of all, we believe that an initial exponent value largely affects the overall performance of the backoff algorithm. Our first proposed idea is to set the initial exponent value as a positive number.

In fact, applying a positive integer number instead of zero for the initial exponent value helps to decrease the number of repeated aborts; this prevents having too little backoff delay. We have first increased the initial exponent value to a specific positive integer number k. The effect of this modification is depicted in Fig. 4. In the figure, the range of delay values is $2^k$ times larger than the original backoff. However, this method may cause unnecessarily long delays as well as have a large exponent value. To address this, we regulate the exponential increment threshold as $T-k$. Thus the actual value of the exponential increment is $2^T$. In the proposed algorithm the upper value of exponential growth remains the same as in the original approach.

![Fig. 4. Concept of the dynamic backoff control](image-url)
3.2 Dynamic Control on Initial Value

While profiling the benchmark suite, we have also found that some transactions of high-contention applications are aborted more than 20 times before they commit. These repeated aborts obviously cause severe performance degradation. In this case, setting the initial exponent value large is helpful to reduce the number of repeated aborts. However, having a fixed initial value may not be an optimal solution for all applications. To this end, we propose a dynamic control on the initial value to provide more flexibility.

The proposed method dynamically regulates the initial exponent value monitoring the run-time behavior. With this approach, we intend to control the initial exponent value according to the amount of contention in each application. Table 2 shows the number of transactions that have repeated aborts for the application. We can recognize that there are no more than 11 successive aborts in the low-contention applications such as genome and kmeans. The basic idea of the dynamic control is to have a higher backoff delay for the high-contention applications. To this end, we define Repeated Aborts Threshold (RAT) to dynamically control the initial exponent value.

In the proposed design, when the number of repeated aborts exceeds the predefined RAT value, the initial exponent value is incremented by 1 from $k_0$; $k_0$ is the first initial exponent value which is decided by our heuristic approach. However, a large initial exponent value may cause excessive backoff delay in some cases. To prevent any excessive delay, we have developed two additional conditions. First, there is an upper bound to limit the excessive increase of the initial exponent value. By defining the threshold, our algorithm effectively lessens the contention without any side effect. Second, the initial exponent value is decreased by 1 when there are no transactions which experience more than 3 repeated aborts within a window of recently committed 10 transactions; the values 3 and 10 are heuristically determined and the lower bound of the initial exponent value is limited as zero. With this approach, each application eventually can adjust a proper initial value for the exponent. We have obtained those parameters using the profiling results and have found that the optimal RAT value is 10 and $k_0$ is 3.

<table>
<thead>
<tr>
<th>Application</th>
<th>Number of aborts until commit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>9</td>
</tr>
<tr>
<td>genome</td>
<td>5</td>
</tr>
<tr>
<td>kmeans</td>
<td>0</td>
</tr>
<tr>
<td>sscas2</td>
<td>0</td>
</tr>
<tr>
<td>vacation</td>
<td>0</td>
</tr>
<tr>
<td>yada</td>
<td>43</td>
</tr>
<tr>
<td>labyrinth</td>
<td>5</td>
</tr>
<tr>
<td>intruder</td>
<td>399</td>
</tr>
</tbody>
</table>

3.3 Necessary Wasted Cycles

In fact, we have defined four different categories of cycles that can be used to demonstrate efficiency of the proposed dynamic backoff algorithms. Those include: stall cycles, backoff cycles, flush cycles, and abort cycles. The stall cycles represent the wasted cycles in the stalling state of a transaction between conflict detection and conflict resolution. The backoff cycles are the cycles wasted during the backoff delay before the restart operation. Thus, the backoff cycles are determined directly by the backoff algorithm. The flush cycles represent the cycles corresponding to the work which is flushed due to the rollback operation. The abort cycles are the cycles spent for the abort operations such as restoring the old data and rolling back to the starting point of the transaction.

The amount of these four kinds of cycles are tightly coupled; for example, having a long delay on restart can decrease the other three cycle counts by reducing the number of aborts, but the increased delay is also a cause of performance degradation. Similarly, reducing the backoff delay may cause more aborts which might increase both flush and abort cycles. However, the exact effect of those cycles on the overall performance cannot be predicted before run time since every application has its own, different run time behavior.

From the above observation, one must consider the four kinds of wasted cycles together in the evaluation of the dynamic backoff control algorithm. We have named the summation of the four as Necessary Wasted Cycles (NWC); those cycles represent necessary features in TM systems although the factors introduce overhead and some damage to the overall performance. NWC is expressed as (1).

$$NWC = \text{Stall cycles} + \text{Backoff cycles} + \text{Flush cycles} + \text{Abort cycles}$$  

The first step in the development of the proposed dynamic backoff control is finding an appropriate initial exponent value. The evaluation is based not only on execution time but also on NWC. We have profiled the benchmark programs with various values for parameters; the results are presented in Section 5.

3.4 Effect of Different Transactional Regions

In general, there are several different transactional regions in an application. The regions mean the blocks of code in the application that are marked by the transaction begin and end instructions. In fact, it is possible that each transactional region shows a distinct characteristic with regard to the contention rate. Consequently, the number of repeated aborts might be different in each region. As an example, we have shown those values for six transactional regions of the yada application in Table 3. In the table, each of the transactional regions is represented with a distinct transactional id (XID). The third one experiences a large number of repeated aborts before commit. On the other hand, there is no abort on the second, the fourth, and the sixth transactional regions and there are relatively few repeated aborts on the first and the fifth regions.

From these properties, a modified dynamic control mechanism might provide better performance. This mechanism would apply a different initial exponent value and count.
the number of repeated aborts in each transactional region separately; we call this method private. The private method probably provides a short delay on the region which shows a small number of aborts to reduce overall execution time. However, we have found that the global approach gives better results than the private method in some of the benchmark programs we have used. The reason can be found to be as follows:

Assume that there are two different transactional regions in an application, as depicted in Fig. 5. The first transactional region (XID 1) shows a small number of aborts whereas the second transactional region (XID 2) results in more aborts due to contention. It might sound reasonable to have a short backoff delay in the first transactional region. However, as shown in Fig. 5a, having a short backoff may cause those different threads to enter the second region (XID 2) nearby in time and to experience conflicts. On the other hand, having a long backoff delay in XID 1 as shown in Fig. 5b can make the entering points to XID 2 of multiple threads dispersed in time. This serves as a simple example to show the advantage of having a globally consistent initial exponent value. In fact, the main purpose of the backoff algorithm is to distribute transaction starting and our proposed method maximizes the effectiveness of the algorithm.

It might seem that if there is a barrier between two transactional regions in Fig. 5, the global approach might not work properly. However, the upper limit of the initial exponent value and the decreasing policy which is described in Section 3.2 help to prevent any performance degradation due to the global approach even in the programs with barriers. This is also demonstrated by the simulation results in Section 5.

The most important advantage of the global approach is implementation simplicity. In other words, the global approach does not require additional hardware or software to support an unbounded number of transactional regions. For the private approach to be applied in TM systems, there should be as many registers as the number of transactional regions to record the exponent value for each region. As a matter of fact, the number of the regions is not fixed or predictable. On the contrary, the global approach needs only one register.

### 4 Evaluation Methodology

This section describes the simulation environment and the benchmark programs that have been used to evaluate the proposed method.

#### Table 3: Number of Repeated Aborts in Each Transactional Region

<table>
<thead>
<tr>
<th>Application</th>
<th>Tx region</th>
<th>Number of aborts until commit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 or more</td>
<td></td>
</tr>
<tr>
<td>yada</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XID 1</td>
<td>2908</td>
<td>98 21 12 12 18 11 21 23 19 15 8 1 0 0 0</td>
</tr>
<tr>
<td>XID 2</td>
<td>3151</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>XID 3</td>
<td>1926</td>
<td>162 141 88 39 43 26 15 12 18 10 24 13 13 13 54</td>
</tr>
<tr>
<td>XID 4</td>
<td>2927</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>XID 5</td>
<td>2500</td>
<td>26 6 3 6 7 7 9 12 6 10 4 1 0 0 0</td>
</tr>
<tr>
<td>XID 6</td>
<td>15</td>
<td>0 0 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
</tr>
<tr>
<td>intruder</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XID 1</td>
<td>2808</td>
<td>208 93 30 28 24 45 48 70 152 160 84 13 5 0 0</td>
</tr>
<tr>
<td>XID 2</td>
<td>2292</td>
<td>179 137 108 95 76 72 92 104 99 102 110 111 92 56 28</td>
</tr>
<tr>
<td>XID 3</td>
<td>2100</td>
<td>217 111 46 63 78 85 115 115 148 189 194 131 106 48 7</td>
</tr>
</tbody>
</table>

#### Table 4: System Configuration

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>In-order, 16 cores CMP, 2GHz, IPC = 1</td>
</tr>
<tr>
<td>L1 Cache</td>
<td>32 KB, 4-way, split, 64 byte block, 1-cycle latency</td>
</tr>
<tr>
<td>L2 Cache</td>
<td>8 MB, 8-way, shared, 64 byte block, 34-cycle latency</td>
</tr>
<tr>
<td>Directory</td>
<td>Full-bit vector sharer list, 6-cycle latency</td>
</tr>
<tr>
<td>Memory</td>
<td>8 GB, 450-cycle latency</td>
</tr>
<tr>
<td>Interconnect</td>
<td>64 byte links, 3-cycle link latency</td>
</tr>
</tbody>
</table>
TABLE 5
Transactional Characteristics and Input Parameters [25]

<table>
<thead>
<tr>
<th>Application</th>
<th>Input Parameter</th>
<th>Tx Length</th>
<th>R/W Set</th>
<th>Tx Time</th>
<th>Contention</th>
</tr>
</thead>
<tbody>
<tr>
<td>genome</td>
<td>-t15 -g256 -s16 -n16384</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>kmeans</td>
<td>-p15 -m15 -n15 -t0.00001</td>
<td>Short</td>
<td>Small</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>ssca2</td>
<td>-t15 -s13 -i1.0 -a10 -i13 -p3</td>
<td>Short</td>
<td>Small</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>vacation</td>
<td>-c15 -n64 -q10 -n80 -r65536 -t4096</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>yada</td>
<td>-t15 -a20 -i 633.2</td>
<td>Long</td>
<td>Large</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>labyrinth</td>
<td>-t15 -i random-x16-y16-z3-n16</td>
<td>Long</td>
<td>Large</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>intruder</td>
<td>-t15 -a10 -h16 -n4096 -s1</td>
<td>Short</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
</tr>
</tbody>
</table>

4.1 Simulation Environment

LogTM-SE is a baseline TM model since it is used by many HTM researchers [40]. We have implemented the proposed idea using GEMS 2.1.1 [27], which is driven by the Virtutech Simics 3.0.31 full-system simulator [41]. Simulation parameters are in Table 4.

The processor is a 16-core SPARC processor; each core has L1 instruction and L1 data caches. Each L1 cache is 32 KB with 64 byte cache blocks and 4-way associativity. The L2 cache is shared by the 16 cores and implemented with 8-way associativity. The L2 cache has 8 MB with 64 byte cache blocks. The cache coherence protocol is based on MESI and the perfect filter is applied for the signature [42]. The on-chip directory holds a bit-vector of sharers. The total size of the main memory is 8 GB and has a 450 cycle access latency. The operating system is Solaris 10.

The baseline system has eager conflict detection with signature and eager version management using per-thread logs. In this eager system, abort recovery causes much overhead to replace the new data in the memory with the old data kept in the log. Therefore, the abort penalty is proportional to the size of the transaction. Conflict resolution, which decides on abort or commit for each conflicting thread, is performed after conflict detection. After conflict resolution and recovery of an aborted transaction, a backoff is used to avoid repeated conflicts [43].

4.2 Benchmark Programs

We have used the STAMP [25] benchmark suite, two applications from SPLASH-2 [26], and two microbenchmarks of GEMS [27] to evaluate the proposed idea. The source code of each application in STAMP and SPLASH-2 has been modified to be executed on the baseline TM system. The bayes benchmark from STAMP has not been used since it has non-deterministic termination conditions and the execution time is not deterministic [23]. Cholesky and raytrace are chosen from SPLASH-2 and btree and deque are chosen from microbenchmarks; they are the most frequently used applications in prior TM research [4], [6], [22], [44], [45].

Table 5 shows the transactional characteristics of the STAMP applications and input parameters which have been used in the simulation. We have used different parameters in profiling and evaluation to guarantee the validity of the profiling. The information on characteristics of each program is provided by the STAMP project. The third column is transaction length, which is determined based on the number of instructions. The fourth column presents the size of the read and write sets during the transaction. The transaction time that is shown in the fifth column is time spent in transactions. The last column describes the contention level of each application. More details about these transactional characteristics are well explained by Minh et al. [25]. The input parameters of additional benchmark programs are shown in Table 6.

In fact, we consider the implications of these characteristics when analyzing the effect of the dynamic backoff control algorithm. For instance, yada has relatively higher transaction time than kmeans. Therefore, reducing the number of aborts may be more effective in yada than in kmeans.

5 Results and Analysis

In this section, we present our performance evaluation with the simulation results to demonstrate the advantage of using the proposed dynamic backoff algorithm. Every benchmark program was simulated using 10 different versions of the operating system image to show the effect of different seed values for the random number generator. In addition, we give a thorough analysis of the results with consideration given to the various application characteristics.

5.1 Effect of Non-Zero Initial Value

In Fig. 6 we present four criteria to evaluate performance of each application. Each result is the average of the 10 runs explained in the above paragraph.

In the figure, the relative number of aborts represents the total number of aborts per transaction that is normalized to...
Fig. 6. Benchmark results with various initial exponent values

the number in the baseline system. The speedup shows the performance improvement of each program with the various initial exponent values. In addition, the dotted lines represent the normalized NWC over NWC₀; NWC₀ represents the NWC value when the original exponential backoff algorithm is used (in other words, when \( k \) is equal to zero). Lastly, the solid lines indicate the percentage of NWC over the total number of cycles.

Considering the results in Fig. 6, two distinct observations can be made. First, applying various initial values helps reduce NWC. However, as we have stated in Section 2.1, having an excessively large value of \( k \) causes an increase in NWC. As shown in the figure, the average amount of NWC becomes 2.3 (geometric mean) times larger when \( k = 14 \).

Second, the relative number of aborts is decreased as the value of \( k \) is increased. This is due to the increased delay in the backoff algorithm: transactions tend to wait for the restart rather than being conflicted and aborted. In other words, the abort penalty can be minimized by increasing the value of \( k \). However, as pointed out earlier, an unlimited increase of \( k \) cannot guarantee performance improvement due to the negative effect of a large value of \( k \). For this reason, we have set the threshold to 12 considering the performance results shown in Fig. 6.

5.2 Performance Analysis with Varying Initial Values

In the simulation results shown in Fig. 6, every benchmark program shows a reduction in NWC and the number of aborts. Among them, yada, intruder, and deque have achieved
remarkable performance improvements with varying initial exponent values.

When we simulated the intruder and deque applications with our proposed idea using 10 for $k$, NWC reduced by more than half compared to the baseline system. Also, remarkable speedups of 1.7 have been achieved in both applications. Especially, the observed variation in intruder is quite small. In the case of yada, a speedup of 1.3 has been achieved when $k = 12$ and NWC has been decreased by one-third over the baseline system.

As shown in Fig. 6, about 70% of the total number of execution cycles are NWC in the above three applications when $k$ is 0, which means the baseline system. At this point, a non-zero initial value decreases NWC by reducing the number of aborts. The amount of NWC is affected by the characteristics that are shown in Table 5. The yada application has long transactions, large read and write sets, and high transaction time that causes large abort penalties. In the intruder application, in spite of the short length of transactions, frequent re-balancing operations on the tree data structure cause high levels of contention [25]. Deque has characteristics similar to intruder. In the program, each thread performs insert and delete operations on the shared double-ended queue which raises the contention. This consequently results in a large amount of NWC compared to low-contention applications.

The performance of raytrace and btree also has been improved and the variation is quite small using a non-zero initial exponent value. These results imply that the proposed mechanism is effective for diverse applications. In addition, the results show very similar trends across all the programs we tested. That is, the performance improves as $k_0$ increases; however excessively large values of $k_0$ could cause increased NWC and performance degradation.

In labyrinth, the geometric mean over 10 simulations shows that the proposed method improves performance. However, the variation is quite large and performance degradation would be observed in some cases. For example, an average speedup of 1.3 is achieved when $k = 8$ whereas a 0.5 speedup occurs in one case among the 10 simulations. This is due to a property of the program; labyrinth uses a variant of Lee’s path routing algorithm [46] which requires long transactions with a large number of read and write operations. Consequently, contention is extremely high. Thus a more elaborate control of the backoff is needed.

The method has not been effective at improving performance in the case of genome, kmeans, and ssca2 since they have low contention as shown in Table 5. Although genome and kmeans have shown reduced NWC values, the performance improvement is negligible due to the small ratio of NWC to the total cycles. In other words, decreasing NWC is not necessarily an important factor for those applications. Consequently, there is no significant improvement in low-contention applications. However, we also have found that there is no serious performance degradation in those applications if $k_0$ is less than 12. For example, the measured speedup is 0.97 although NWC increased more than 14 times compared to the baseline system in cholesky with $k_0 = 12$; this is due to the extremely low NWC ratio to the total cycles. In conclusion, having a non-zero initial value can contribute to the performance of high-contention applications while giving a marginal benefit or no harm in low-contention applications.

This observation gives another insight for contention management including transaction scheduling: considering that chances to improve performance in low-contention applications are quite low, the overhead spent in scheduling transactions should be minimized for system-wide tradeoffs. The main purpose of the approach is to prevent conflicts and to reduce the number of wasteful operations represented by NWC. However, the NWC in the low-contention applications is already small, and therefore the potential performance improvement by minimizing NWC in low-contention applications is quite limited. For example, the percentage of NWC over the total number of cycles is less than 1% in kmeans.

As shown in the speedup results in Fig. 6, the best performance for each application has been achieved with a respective $k$ value. For example, the best selection of $k$ for intruder is 10 while the value for raytrace is 6. In addition, if we use a fixed value of $k$ as 8, labyrinth may experience severe performance degradation whereas intruder and yada benefit from the backoff algorithm. This implies that using a static $k$ value cannot provide an effective backoff algorithm for all applications. Therefore, we believe that the proposed dynamic control can be a better solution with a more flexible utilization of the backoff algorithm.

5.3 Effectiveness of Dynamic Control
To demonstrate the performance of the dynamic control mechanism, we have performed extensive simulations with various RAT values and $k_0$. The geometric means for speedup using the dynamic control method are presented in Fig. 7 and the variations over 10 different systems are shown in Fig. 8. The positive value represents the difference between the maximum
and the mean whereas the negative value shows the difference between the minimum and the mean. In the figure, results with the static approach with three different $k$ values are shown as $k_0 = 2$, $k_0 = 4$, and $k_0 = 6$. Performance results with the dynamic approach are also shown with RAT = 10, RAT = 11, and RAT = 12. In addition, there are two additional configurations. First, RemBackoff represents one of the previously proposed algorithms, RemenberingBackoff [31]. The last one, Tx_Private shows the performance results with the private approach introduced in Section 3.4. Since the proposed method aims at reducing complexity by employing a backoff based contention manager, PTS and BFGTS would still perform better in terms of execution time; however, both approaches have relative higher hardware/software complexity as described in Section 2.2.

As shown in Fig. 7 and Fig. 8, relatively stable performance has been achieved in every application using the proposed dynamic control method: there is no critical performance degradation in any application. This is particularly the case in labyrinth: this is the problem where severe performance fluctuations have been clearly reduced using our proposed method. Also, it should be noted that the intruder application has achieved the best performance with the dynamic control method. In fact, values around 11 were selected for the possible RAT. This is based on the profile given in Table 2. The validity of the heuristic approach is verified by the speedup results that are loosely coupled with the value of RAT or $k_0$. In fact, the dynamic control approach automatically adjusts and finds the optimal initial exponent value according to application behavior at run time. It has also been found that each application results in a different initial exponent value when it completes.

On average, nearly 20% improvement in performance has been achieved throughout the eleven applications (when RAT = 10 and $k_0 = 3$). Excluding low-contention applications, the performance improvement reaches nearly 30% over eight applications. We have also measured the NWC value for each configuration in Fig. 9. With proper control on the initial exponent value, an excessive increase of NWC has been prevented with the dynamic control method.

To demonstrate how the reduction of repeated aborts affects the overall performance, Fig. 10 shows two important ratios. R1 represents the ratio of the number of commits with only one abort over the number of commits with one or more aborts. R2 stands for the ratio of the number of commits without abort or with one abort over the total number of commits. In fact, the ratio of commits with one abort (R1) has been increased due to the reduction of repeated aborts. This trend is clearly shown in the high-contention and medium-contention applications.

Interestingly, R1 also increases in the low-contention appli-
Contention management is an important issue in TM systems. A barrier is not different between the global and private approaches as we have described in Section 3.4. In addition, it has been noted that a lower speedup is achieved in deque_barrier since the barrier weakens the effect of the backoff algorithm; distribution of the moment of transaction starting is less dispersed than in cases which do not use barriers. RememberingBackoff shows stable performance without performance degradation in low-contention applications. However, there is relatively little performance improvement with severe performance fluctuation in the labyrinth program. Also, the performance improvement in intruder and yada is smaller than that of our proposed dynamic backoff control. The RememberingBackoff algorithm cannot provide flexible contention management for each program to reduce contention.

6 Conclusion and Future Work

Contention management is an important issue in TM systems to improve performance under high conflict rates caused by the increasing number of cores and large transactions. A backoff-based method for contention management has been proposed. With this approach, repeated aborts can be avoided and the abort penalty can be reduced. The exponential backoff algorithm is the most widely used to determine the amount of delay. In this paper, we pointed out limitations of the algorithms which were presented earlier and proposed our dynamic backoff control algorithm. The purpose of the idea is to reduce the abort penalty by eliminating repeated aborts with a complexity effective approach.

The algorithm introduced the use of a non-zero initial exponent value and proposed to dynamically control the initial exponent value at run time. The idea was implemented on LogTM-SE and various programs including the STAMP benchmark suite were used for evaluation. We proved that our proposed idea was effective with applications which have high contention, and produces marginal benefits or no harm with low-contention applications. Finally, it can be observed that, on average, 18% performance improvement could be achieved compared to the baseline system.

Our main motivation is to provide a complexity-effective contention management employing a backoff-based approach. We demonstrated that the execution time of the proposed design was lower compared to traditional backoff algorithms. In addition, the previously proposed scheduling approaches, which aggressively use hardware and software resources, would introduce additional implementation issues and power consumption problems.

As future research, we will explore the detailed hardware design for implementing the dynamic backoff control algorithm for various HTM systems. We will further analyze the hardware and software overhead and the possible power consumption of the proposed design considering implementation issues. In addition, we will investigate the trade-offs of various contention management methods based on the overhead analysis.
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